머신러닝 프로그래밍 과제
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첫 번째 강의와 Simple Linear Regression(선형 회귀) 두 번째 강의(Hypothesis Testing and Confidence Intervals)와 세 번째 강의인(Multiple Linear Regression)에서 머신러닝을 대통령 선거에서 이용하였다. 그 머신러닝은 매우 정확하게 예측했다고 했다. 통계를 사용하고, 신중하게 샘플링 된 데이터를 사용하고 다양한 장소들과 신중한 분석을 통해선거 예측을 매우 정확하게 수행하였다고 한다. 강의자들이 살펴본 영상에서의 첫 번째 데이터 세트인 전립선 암에 대해 얘기한다. 97명의 남성으로 구성된 비교적 작은 데이터 세트를 실제로 스탠포드 대학에서 전립선 암을 앓고 있는 97명의 남성들을 80년대 후반, 의사 스테이미 박사가 연구하였습니다. 암에 관련해서 측정하는데 혈액에서 측정한 측정값, 사용할 측정값 암의 크기와 암의 심각성을 나타낸다. 그리고 이게 산점도 행렬이다. 로그의 무게를 재며 로그를 분석할 수 있습니다.

위 식에서 는 다른 모든 예측 변수를 고정한 상태에서 의 한 단위 증가가 Y에 미치는 평균 효과로 해석된다. 광고 예제에서 모델은 다음과 같습니다.

Sales = 가 나옵니다.

* 이상적인 시나리오는 예측 변수들이 상관관계가 없는 균형 잡힌 설계일 때 입니다.

- 각 계수는 개별적으로 추정하고 테스트할 수 있습니다.  
- "의 단위 변화는 Y의 변화와 관련이 있지만, 다른 모든 변수는 고정되어 있다"와 같은 해석이 가능합니다.

* 예측 변수 간의 상관관계는 문제를 일으킵니다.

- 모든 계수의 분산은 때때로 극적으로 증가하는 경향이 있습니다  
- 해석은 위험해 집니다 - 가 변하면 다른 모든 것이 변합니다.  
관측 데이터에 대한 인과관계 주장은 피해야 합니다.

* 추정치 이 주어지면 다음 공식을 사용하여 예측할 수 있습니다.
* 우리는 제곱 잔차의 합을 최소화하는 값으로 를 추정합니다.

RSS =

이 작업은 표준 통계 소프트웨어를 사용하여 수행됩니다. RSS를 최소화하는 값인 은 다중 최소 제곱 회귀 계수 추정치 임을 알 수 있었다.

기본적으로 모든 모델이 잘못되었지만 일부는 유용합니다

"복잡한 와이어템이 방해받을 때 어떤 일이 일어날지 알아낼 수 있는 유일한 방법은 단순히 수동적으로 관찰하는 것이 아니라 시스템을 방해하는 것입니다.